Al ethics

Francesca Rossi

IBM Al Ethics Global Leader
AAAI President

ISWC 2022




Pervasive Al applications

ISWC 2022

Digital assistants: travel and home
Driving/travel support: auto-pilot, ride sharing

Customer care: chatbots

Online recommendations: friends, purchases, movies

Media and news: add placement, news curation

Healthcare: medical image analysis, treatment plan
recommendation

Financial services: credit risk scoring, loan approval,

fraud detection
Job market: resume prioritization

Judicial system: recidivism prediction



High-stakes decision-making applications
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What can Al be useful for, in a company?

Al can help improve In most areas of operations

e All business functions and processes e Payments

e Client relationship, engagement, and e Personalized services/policies
experience e Digital Assets

e Credit loss reduction e Client and investment risk management

e Growth e Internal and external audit

e Better business decisions e Data governance and privacy

e Risk management ® Insurance

e Customer relationship
e Fraud prevention and detection
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Especially now

The pandemic has accelerated the digitalization

Data-driven organizations, based on data-enabled clients (IEEE

playbook on Trusted Data and Al for Financial Services, 2021)

Technology adoption leaders outperformed their peers by 6% on
revenue growth during the disruption across 12 industries (IBM IBV
Study, 2020)
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Al Ethics

Multidisciplinary field of study

Tech solutions: How to design
and build Al systems that are
aware of the values and
principles to be followed in the
deployment scenarios

ISWC 2022

Main goal: how to optimize Al’s
beneficial impact while reducing
risks and adverse outcomes

Socio-tech approach: To identify,
study, and propose technical and
nontechnical solutions for ethics
issues arising from the pervasive
use of Al in life and society



Al Ethics issues -1

Data privacy and Al needs data

governance

Fairness Al can make or recommend decisions, and these should not be discriminatory
Inclusion Use of Al should not increase the social gaps

Explainability Al is often opaque

Transparency More informed use of Al

Accountability Al is based on statistics and has always a small percentage of error

Social impact Fast transformation of jobs and society
ISWC 2022



Al Ethics issues -2

Human and
moral agency

Al can profile people and manipulate their preferences

Social good
uses

UN Sustainable Development Goals

Environmental
impact

Foundation models need huge amounts of energy for
training and deployment

Power
imbalance

Centralization of data and power
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Semantic web specific issues

Trust

Who defined the notion of truth?

Data Privacy

How to avoid data and privacy leakage?

Human engagement
and oversight

Should machine-readable metadata replace human interpretation?

Decentralization

No centralized regulatory entity: how to regulate crime, harmful
content, youthful abuse, etc?

Non-
compositionality

Ethical components do not assure an ethical composition
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Al Ethics 3.0

Awareness Principles Practice
e Mostly in academia, multi- e Corporations, governments, e Regulations, standards,
disciplinary academia, civil society, multi- corporate directives,
stakeholder organizations processes, auditing,
certifications

2015-2016 2017-2018
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Al Ethics principles

Actors:

Private sector
Inter-governmental
Multistakeholder
Governments

Civil society

Main themes:

Human rights

Human values

Responsibility

Human control

Fairness

Transparency and explainability
Safety and Security
Accountability

Privacy

Principled AI Project,
Berkman Klein’s
Cyberlaw Clinic, 2019




Al Ethics in practice

Research Al companies Standard bodies Educational Governments
- IEEE P7000 series: institutions Example: EU Al Act

° 1 ) IEEI:FIEC;(IJ%%:;:E:?%: [;u“::ggeslyﬂ:gf: sl;efst:;r/;\ delressing 1. Ethics of A (University of Helsinki
Fairness « Governance (Lniversity o Helink)
*  IEEEP7001™ - Transparency of Autonomous Systems 2. Al-Ethics: Global Perspectives (aiethicscourse.org) .
° EX Iainabilit ° I | IEEE P7002™ — Data Privacy Process hics . Je Universi ° RISk-based approaCh
P \ nterna processes et 7o - Ao o 3. Al Ethics for Business (Seattle University)
EEE P7003™ — orithmic Bias Considerations
¢ 4, Bias and Discrimination in Al (Université de Montréal)
HH . IEEE P7004™ - Standard on Child and Student Data :
* Inte rpreta bil Ity * Tools Governance 5. Data Science Ethics (University of Michigan) * Four levels of risk
IEEE P7005™ - Standard on Employer Data 6 Introto Al EthiCS (Kaggle)
. Governance
[ ] [
Robustness Risk assessment IEEE P7007 - Ontological sat:;:gasryds for Ethically 7. Ethics in Al and Data Science (LFS112x) *  Focus on Al systems
: . e 8. Practical Data Ethics (Fast Al)
i ° . ™ — Standard for ica riven Nudgin,
Priva ¢y Trainin g for Rabot, il g and Autoomaus ytems 9. Data Ethics, Al and Responsible Innovation (University of Edinburgh) . . .
. . |IEEE P7009™ — Standard for Fail-Safe Design of . . e L . . ° O bl Igat I O n S fo r h Ig h
e Value al Ignmen t Autonomous and Semi-Autonomous Systems 10. Identify guiding principles for responsible AI (Microsoft)

e T 20 ;tl"l’lf;'::c'gg Metrics r-‘:g’::gz;ds‘fg:ems 11. Human-Computer Interaction I1I: Ethics, Needfinding & Prototyping risk a PP lication S
(Georgia Tech) providers and users

12. Ethics in Action (SDGAcademyX)

IEEE P7011™ — Standard for the Process of Identifying
& Rating the Trust-worthiness of News Sources

|IEEE P7012™ - Standard for Machine Readable

Personal Privacy Terms 13. Explainable Machine Learning with LIME and H20 in R (Coursera)
IEEE P7014™ — Standard for Ethical iderations i i 1 i i

BB O Empoyandard for Ethical considerations in 14. An introduction to explainable AL, and why we need it

Systems

15. Explainable AL: Scene Classification and GradCam Visualization (Coursera)
ISWC 2022 16. Interpretable Machine Learning Applications: Part 1 & 2 (Coursera)

| Nerd for Tech, 2021




Al Ethics in practice

Research Al companies

* Fairness e Governance

e Explainability * Internal processes

* Interpretability * Tools

Standard bodies

IEEE P7000 series:

IEEE 7000™-2021 — Model Process for Addressing
Ethical Concerns During System Design

IEEE P7001™ - Transparency of Autonomous Systems
IEEE P7002™ — Data Privacy Process
IEEE P7003™ - Algorithmic Bias Considerations

|IEEE P7004™ — Standard on Child and Student Data
Governance

Educational Governments

institutions

1. Ethics of Al (University of Helsinki)
2. Al-Ethics: Global Perspectives (aiethicscourse.org)
3. Al Ethics for Business (Seattle University)

Example: EU Al Act

* Risk-based approach

4, Bias and Discrimination in Al (Université de Montréal)

< Data Scence Flics (Univecsitv o Michiean) *  Four levels of risk

ns, media,

activists, society at large

Civil society organizatio

* Value alignment

ISWC 2022

for Robotic, Intelligent and Autonomous Systems

IEEE P7009™ - Standard for Fail-Safe Design of
Autonomous and Semi-Autonomous Systems

IEEE 7010™-2021 — Wellbeing Metrics Standard for
Ethical Artificial Intelligence and Autonomous Systems

IEEE P7011™ — Standard for the Process of Identifying
& Rating the Trust-worthiness of News Sources

|IEEE P7012™ - Standard for Machine Readable
Personal Privacy Terms

|IEEE P7014™ - Standard for Ethical considerations in
Emulated Empathy in Autonomous and Intelligent
Systems

9. Data Ethics, Al and Responsible Innovation (University of Edinburgh) Obli g ations for hi g h

risk applications,
providers and users

10. Identify guiding principles for responsible AI (Microsoft)

11, Human-Computer Interaction I1I: Ethics, Needfinding & Prototyping
(Georgia Tech)

12. Ethics in Action (SDGAcademyX)

13. Explainable Machine Learning with LIME and H20 in R (Coursera)

14. An introduction to explainable AL, and why we need it

15. Explainable AL: Scene Classification and GradCam Visualization (Coursera)

16. Interpretable Machine Learning Applications: Part 1 & 2 (Coursera)

| Nerd for Tech, 2021



Research:
a personal
journey on

value
alignment

How to make collective decisions in a way that is
aligned to some ethical principles

Reinforcement learning + ethical policy, orchestration

Modelling and reasoning with human switching
between deontology and consequentialism

Tradeoffs between privacy, social welfare, and fairness

Fast and slow solvers, metacognition
Human-like decision modalities

Support for human decision making



The Al Ethics Drivers

Why should a company building or using Al care about Al ethics?




What are companies concretely doing to address Al

Ethics issues?

 An IBM Institute for Business Value
study, 2022

* 1,200 executives and Al developers

e 22 countries

Al ethics
In action

An enterprise guide to
progressing trustworthy Al

ISWC 2022



The intention-action gap

59% 59% 0
57% it 56% o,

®

Organizations are endorsing Al

ethics principles— but are still

catching up on implementing

Human agency Technical Environmental and
discrimination, and el dea and oversight robustness societal well-being

tl Iel I l fairness governance andeziely

Endorsed | Operationalized

Note: Al ethics principles as defined by the European Commission High-Level Expert Group on Al in “Ethics guidelines for trustworthy AL" April 2019. https://digital-

Accountability ~ Transparency Diversity, non- Privacy

strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
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Many organizations are

Incorporating Al ethics into

existing business ethics

mechanisms

ISWC 2022

57% Business conduct guidelines

9% Periodic mandatory training and educational
materials to refresh and reinforce policies

D

8% Risk assessment framework and auditing/
review process for high-risk projects

B

47% A mission/values statement that is clearly
communicated to allemployees

46% Buying criteria/due diligence for vendor
engagement

46% Anonymous employee hotline

46% An a?c.tlve ly suPported culture of ethical
decision-making

46% Tools and other materials to support ethics
diagnostics and decision-making

38% Individual ethics advisors

6% Ethics/values advisory board

w




Not just technical issues

Good news: from 2018 t0 2021, '

Non-technical leaders Technical leaders

those primarily aCCOU ntable for +24pts +5Spts +9pts +5Spts 27 pts -:j:ts 2pts 1lpts

31% o)
' : 28% a
Al ethics have shifted from °
technical to non-technical o e s
o Q ® 6%‘ 7%~. -

leadel’s @ Oy ) ® i% o 1%0‘3% ® x©®

CEO Board g;r;e;:: g.;l,:g gic?r':sliance gjit:noe/ cIo cTO CDO CISO
Officer AI/ML

Q: Which function is primarily accountable for Al ethics?

Source for 2018 survey data: Gochring, Brian, Francesca Rossi, and Dave Zaharchuk. "Advancing

Al ethics beyond compliance: From principles to practice.” IBM Institute for Business Value. Apnil 2020.
*Paosition was not included in 2018 data

« 2018: IBV study on AI Ethics
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Still a lot of work to do in diversity and

Inclusion

Women BIPOC LGBTQ+

Organizations’ Al teams are
significantly less diverse than

their enterprise workforces I
I

Enterprise

ISWC 2022



A promising trend

Now In 3 years Now In 3 years

High

The majority of the @ ot
\ / etr‘\)ics tobevery

@ important strategically

Increase the importance of Al @

and Al ethics in the next 3 °\ \
years | © @

Low

organizations expect to

How important is Al to your business?

Low - » High
How important are ethics to your approach to AI?
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Al Ethics at IBM: not just tools

Principles:
augmentation, data,
transparency

Use case risk

assessment process

Adoption strategies

Multi-stakeholder
consultations

Trustworthy Al:
fairness, transparency,
robustness,
explainability, privacy

Education modules

Al lifecycle governance

Partnerships:
academia, companies,
civil society orgs, policy

MELES

Governance: the Al
Ethics board

Ethics by Design
playbook

Team diversity

Other emerging
technologies:
neurotech, quantum
computing

v" Al Factsheets 360
v Al Explainability 360
v' Al Fairness 360

v' Adversarial Robustness 360
v Uncertainty Quantification 360




Al Ethics at IBM: Principles and Pillars

Principles for Trust and Transparency

The purpose of Al is to augment human Data and insights belong to their creator New technology, including Al systems,

intelligence must be transparent and explainable.

Trustworthy Al Pillars

Explainability Fairness Robustness Privacy

Al system’s ability to Equitable treatment of Al system’s ability to Al system’s ability to
provide a human- individuals or groups of handle exceptional prioritize and

interpretable individuals by an Al system. = conditions, such as safeguard consumers

explanation for its Fairness foran Al system | abnormalities in input, privacy and data rights.

predictions and insights. | depends on the context in effectively.
which it is used.

’
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Governance structure

= Define and support Tech Ethics vision
PAC * Ensure Tech Ethics governance
= Define Tech Ethics risk tolerance
Act as escalation point for significant Tech Ethics risks

Privacy Advisory
Committee

Drive Tech Ethics thought and business leadership
. Identify, review, and manage Tech Ethics risks
Al EthICS Board Provide information resources and education material
Co-Chairs Lead workstreams to drive a culture of responsible tech

Chief Privacy Officer (CPO) Coordinate & drive accountability with AI Ethics Focal
Al Ethics Global Leader Points

Implement and execute compliance

IBM Business Units Communicate, educate, escalate, and advocate
Al Ethics Focal Points Identify, process Use Case w/legal and board
Compliance Teams Interlock with business unit leaders & CPO Project Office

IBMerS / Advocacy Network Channel IBMer passion for Tech Ethics

Global Chief Data ¢=v  Enterprise & Technology ~o=v  Government & Regulatory o=o Legal
Office Security Affairs

ISWC 2022



IBM Al Research

P
o
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Neuro-symbolic Al

Secure and Trusted Al

Al engineering

Al hardware

ISWC 2022

Machine learning combined with knowledge
reasoning

Fairness, explainability, robustness, transparency

Tools to simplify and automate key tasks in the Al

pipeline

Energy-efficient hardware, quantum computing



Ethics by Design Playbook

 Specific guidelines,
thresholds, goals, etc on
how to build trustworthy Al
* Along the five pillars

* Integrated with security and
privacy by design

0 Scope and Plan e Collect and Organize

1.1 Assign Al Governance responsibilities 2.1 Acquire training data and conduct

1.2 Evaluate context and determine if exploratory data analysis

measuring fairness and compliance with 2.2 Create FactSheet [Addendum A]
MAAAAAAN

specific regulatory requirements is necessary
1.3 Record notion of fairness

0 Validate and Deploy 9

4.1 Evaluate context

e Build and Train

3.1 Set fairness thresholds

3.2 Measure metrics

3.3 Mitigate Bias and Risks to Transparency,
Explainability, Robustness, and Privacy

34 Record results

Monitor and Manage

4.2 Set thresholds 5.1 Evaluate context

4.3 Measure metrics at model testing and deployment time
4.4 Mitigate Bias and Risks to Transparency, Explainability,
Robustness, and Privacy

4.5 Record results

4.6 Complete the Blueline Assessment or the appropriate
business unit assessment, if applicable.

5.2 Set thresholds
5.3 Measure and monitor metrics after deployment
5.4 Finalize FactSheet and record bias audit results

A \/\/_\/\/\M/\N 2 % .
5.5 Mitigate Bias and Risks to Transparency, m
Robustness, and Privacy
5.6 Complete EbD Evidence folder documentation, 539\,

Questionnaire, and FactSheet.
MAAAAAAN

Legend
Playbook Step
Governance Step

audit records at any time.

ISWC 2022

Steps are aligned to the Al Lifecycle. The Al Ethics Board, Business Unit Governance Lead, CISO Team, or Corporate Audit may review or




Use Case Risk Assessment and Review
Process

Issue Intake & Assessment & Prioritization Policy Setting
Spotting Guidance

Ethics Risk Board Approval Al Ethics Board
Assessment Needed? Y/N Decision

: X :
Proposal Sponsor Al Focal Point & The Al Ethics Project Office analyzes the risk The Al Ethics Board Proposal Sponsor
First line defense to  Legal reviews and assessment and determines if a use case needs  decides on the acts on Board
spot ethical adds to the risk board approval proposal go/no go recommendation
considerations and  assessment. Can and identifies any and completes the
starts risk make a yes/no G 9 conditions needed to conditions for
assessment decision or can Meet with the Sponsor Project Office determines proceed approval by the

refer for further and Focal Point to better whether a full Board Board

reVieW Wlth PI’OjeCt understand the pl’OpOSGl review is required based,

Offi & engage in additional in| part, off previously
Ice fact finding reviewed cases

For proposals deemed low risk, a full Board review is not requij %%nd the
Project Office communicates the decision to the Focal Point ponsor



Education

Trustworthy AI and AI Ethics

Ethics by Design Learning Plan
Foundations Badge

Ethics by Design (EbD) is a structured framework to fully integrate
your everyday work and how to help clients implement trustworthy

Al

systems. Here, find resources to help you and your team adopt EbD.

START LEARNING
START LEARNING

ISWC 2022




Partnerships
Multi-disciplinary and multi-stakeholder

Version Il - For Public Discussion QIEEE

Advancing Technology
for Humanity

ETHICALLY
ALIGNED DESIGN

5 9= ® AAAI /| ACM conference on
- o .! "x. ARTIFICIAL INTELLIGENCE,
HiwLeve Expen Groueon ° .‘f ETHICS, AND SOCIETY
o o

ARTIFICIAL INTELLIGENCE ARTIFICIAL INTELLIGENCE
P — T —

* K % K
* * *
*
*

* *
==== .-
- I a = Global Summit
—_— n =IF
a0 An ITU experience

ETHICS GUIDELINES PoLicy AND INVESTMENT RECOMMENDATIONS
FOR

FOR TRUSTWORTHY Al
TRUSTWORTHY Al

B Microsoft ==

R C ll A Partnership on Al ciocan R &
THE G LO BAL PARTNER S HIP 0" le a o benefit people and society l:Ilr’m()\mlmm, S i
and Accountable Al [SAK MacArthur

One organization D
oundation

ON ARTIFICIAL INTELLIGENCE fOr AI Ethics - "IN iCQtBkb

to develop and share the best Economy @ 0openAl  ¥LELY
practices for using and =]
developing Al technologies

and providing a global platfol

to discuss how Al will infl

people and society.

UNIVERSITY OF
NOTRE DAME WORLD _
E C ) N O M I C amazon  E" Microsoft ~-# »zalando
F -) R U M Go gle @ DeepMind unicef & KP‘RIZE
m SONY

n = U




Not just Al

Addressing neuroethics issues in
practice: Lessons learnt by tech

companies in Al ethics, Neuron,

2022.

Artificial Intelligence and
Neurotechnology: Learning from Al
Ethics to Proactively Address an
Expanded Ethics Landscape,

to be published in CACM, Oct.
2022.

* Neurotechnologies
* Huge potential for wellbeing
* Reading/writing neurodata

» Additional issues around mental privacy, human agency and
identity

* Quantum computing
* How to responsibly use such a huge computing power?




Lessons learnt in operationalizing Al ethics principles

Great progress: from awareness to principles to practice in few years

Complementary roles for different societal actors: researchers, companies,
governments, civil society orgs

Multi-stakeholder, multi-culture, multi-disciplinary, and proactive
approach

Operationalizing Al ethics in a company: company-wide approach,
governance body, partnerships, beyond tech tools

Anticipate and inform regulations: beyond compliance

Expand to include other technologies and decentralized frameworks

ISWC 2022



Thanks!

In collaboration with the Markkula Center for W‘@'R LD

Applied Ethics at Santa Clara University, USA E Cq) NOMIC
FORUM
Responsible Use %
. of Technology:
IBM'’s approach to Al Ethics The IBM Case Study

WHITE PAPER
SEPTEMBER 2021

=
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